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We make two contributions to understanding the role of algorithms in regulatory
enforcement. First, we illustrate how big-data analytics can inadvertently import
private biases into public policy. We show that a much-hyped use of predictive
analytics – using consumer data to target food-safety enforcement – can dispro-
portionately harm Asian establishments. Second, we study a solution by Pope
and Sydnor (2011), which aims to debias predictors via marginalization, while
still using information of contested predictors. We find the solution may be lim-
ited when protected groups have distinct predictor distributions, due to model
extrapolation. Common machine-learning techniques heighten these problems.
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1 Introduction

While big data holds tremendous promise for social science and public policy
(Lazer et al., 2009), one concern lies in whether big data might exacerbate racial
and gender bias (Barocas and Selbst, 2016). In 2016, the White House and the
U.S. Federal Trade Commission each issued reports warning of the dangers of
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racial discrimination in the use of big data (Executive Office of the President, 2016;
Ramirez et al., 2016). The New York Times published a op-ed lamenting “Artificial
Intelligence’s White Guy Problem,” citing emerging evidence that the digital econ-
omy can perpetuate racial biases (Crawford, 2016).

Online advertisements, for instance, may systematically steer different advertise-
ments to users by race (Sweeney, 2013) and gender (Datta, Tschantz, and Datta,
2015). But because the data and algorithms are typically only available to private
companies (King, 2011; Lazer et al., 2009), much less is known about the scope,
extent, and mechanism of such bias. In the online-advertisement context, for in-
stance, we do not know whether gender bias (implicit or explicit) is driven by bias
of potential employers or because gender groups may differ in click-through pat-
terns (Datta, Tschantz, and Datta, 2015). Altenburger et al. (2017) find that female
MBA candidates are less likely to complete unstructured LinkedIn fields, which
may affect employment matching algorithms. In addition, while evidence is surfac-
ing of this potential for bias in private economic transactions, much less is known
about its influence on public policy. Numerous areas of law and policy are grap-
pling with how to use predictive analytics (GAO, 2004) – most prominently, crimi-
nal justice (Berk, 2008), but also taxation (The Department of the Treasury, 2009),
health and safety (Kleinberg et al., 2015; Morantz, 2008), and local government
(Simon, 2014), to name just a few. And government agencies are increasingly ex-
perimenting with using nongovernmental data (e.g., Twitter) for enforcement pur-
poses (see, e.g., Adler, 2016; Grubmüller, Götsch, and Krieger, 2013; Sengupta,
2013; Thompson, 2015).

This article makes two contributions. First, we use the food-safety context to
show how “big-data hubris” (Lazer et al., 2014) – the notion that big data can sub-
stitute for conventional principles of statistical inference – can allow private bias to
migrate into public enforcement. Many have advocated for the use of big-data an-
alytics with consumer data to target regulatory enforcement in food safety (Devin-
ney et al., 2018; Glaeser et al., 2016; Harrison et al., 2014; Kang et al., 2013;
Nsoesie, Kluberg, and Brownstein, 2014; Sadilek et al., 2013; Schomberg et al.,
2016). As The Atlantic provocatively put it, “Yelp might clean up the restaurant in-
dustry” (Badger, 2013). While such proposals may seem appealing on the surface,
we study whether lay consumers are more likely to issue complaints against Asian
than non-Asian establishments. We use (a) New York City inspection data matched
with 311 call complaint data and (b) King County (Washington) inspection data
matched with Yelp review data to show that complaints and reviews flagging food-
safety issues are indeed disproportionately more likely for Asian establishments,
holding constant the violation score assigned by food-safety inspectors.

Second, we study a solution proposed recently by Pope and Sydnor (2011) (P&S)
that might still allow agencies to deploy such contested predictors (e.g., Yelp re-
views), and examine whether this solution may retain predictive accuracy while de-
biasing regulatory targeting. P&S propose that models use all predictors – includ-
ing socially acceptable predictors (SAPs), contested predictors (CPs) (e.g., Yelp
reviews), and socially unacceptable predictors (SUPs) (e.g., race) – but marginal-
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ize out SUPs in the predictive step. For instance, in a linear model, a full model
with race, complaints, and any other predictors would be fitted, but predicted val-
ues would be based on the average race for all units, hence utilizing complaint
information orthogonal to race and marginalizing out race. The approach promises
“SUP-blind” measures, using information in CPs without proxying for SUP. We
study this solution using Monte Carlo simulation and demonstrate important limi-
tations to whether the approach retains predictive accuracy under deviations in the
data-generating process. Most importantly, while P&S demonstrated its validity in
the linear context with predictors that are independent of SUP group, the approach
is more limited when predictor distributions are distinct along SUP lines (e.g., when
a predictor is shifted by some mean for one racial group) and when more conven-
tional machine-learning techniques (e.g., decision trees, random forests) are used.
Using the New York and King County data, we illustrate how in practice, a re-
stricted random forest model (i.e., one that categorically excludes SUP and CP
from the potential feature set and only uses SAPs) can actually outperform P&S’s
marginalization approach.

Our study makes several key advances over prior work. First, our examination
of predictive analytics in food safety is one of the only studies to examine bias
in the regulatory usage of algorithms. While extensive scholarship examines these
dynamics in criminal justice, much less is known about algorithms and bias in the
civil regulatory context. Second, our setting is particularly novel in that inspection
data allow us control for food risk at the time complaints or Yelp reviews are made,
hence allowing us to credibly assess bias of ordinary consumers. While much re-
search documents racial disparities in algorithmic predictions, it is often much less
clear how the alternative (typically, human judgment) fares (see, e.g., Berk and Hy-
att, 2015). Third, our study is the first extension beyond P&S to study conditions
under which their proposed marginalization can address questions of racial bias
outside of the linear (or generalized linear) setting.

We proceed as follows. Section 2 provides background on proposals to target
food-safety inspections using consumer data. Section 3 presents tests of whether
consumer data (311 calls and Yelp reviews) appear prone to racial bias. Sec-
tion 4 discusses the solution proposed by P&S, presents Monte Carlo evidence,
and applies the approach to New York and King County data. Section 5 con-
cludes with implications. Supplementary material is available online at https://
www.mohrsiebeck.com/altenburger-ho.

2 Food Safety and Big Data

The Centers for Disease Control and Prevention estimates that 128,000 Americans
annually are hospitalized for foodborne illness (Centers for Disease Control and
Prevention, 2011), with the majority of outbreaks attributed to restaurants (Gould
et al., 2013). The Food and Drug Administration maintains a model food code, and
local jurisdictions bear the principal responsibility for ensuring compliance with

https://www.mohrsiebeck.com/altenburger-ho
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health codes by restaurants. The typical local health department conducts several
inspections of each permitted restaurant annually, scoring health-code violations
during unannounced visits. Routine inspection frequency is typically determined
by permit category, with follow-up inspections for poor performers.

As in other regulatory areas, many have advocated for relying on big data to tar-
get health inspection resources. New York City permits reporting of food poisoning
in its municipal 311 phone line. The health district of Southern Nevada used Twitter
data mentioning “stomach aches” to target inspections (Sadilek et al., 2013). And
machine-learning techniques have used consumer review information from Yelp to
predict likely violations (Kang et al., 2013; Schomberg et al., 2016). In collabo-
ration with Yelp, New York City’s health department used a stream of reviews to
conduct investigations (Harrison et al., 2014). Any mention of suspicious terms in
reviews (specifically, “sick,” “diarrhea,” “vomit,” and “food poisoning”) triggered
an investigation by an epidemiology team. Funded in part by Yelp, the City of
Boston ran a tournament with Harvard researchers to mine Yelp reviews to predict
food-safety violations (Glaeser et al., 2016). And the start-up company “I was poi-
soned” (https://iwaspoisoned.com/) has attempted to crowd-source food-poisoning
complaints.

These applications of predictive analytics from consumer data have tremendous
popular appeal. They potentially enable the government to efficiently deploy lim-
ited enforcement resources, foster public engagement, and remedy underreporting
of foodborne illnesses. NPR, the New York Times, Forbes, Newsweek, and many
other news outlets provide glowing support for the idea. Yelp’s CEO provocatively,
if not entirely disinterestedly, claimed that Yelp could “beat ‘gold standard’ health-
care measures” (Stoppelman, 2016).

Yet the information source for such approaches lies in ordinary consumers, rais-
ing basic questions of data validity and reliability (Lazer et al., 2014; Crawford,
2013). Unlike for food-safety inspections, consumers elect whether to contact the
city. Yelp reviews cover an unrepresentative subset of King County restaurants and
customers (Ho, 2017b). Most importantly, most customers are uninformed about
the science of microbial food risk (Wilcock et al., 2004). One common mispercep-
tion, for instance, is that illness was caused by the most recent place eaten at, which
can be inconsistent with the long incubation period of many microbial agents.
E. coli (O157:H7), for instance, typically has an incubation period of 3–4 days,
but may take as long as 10 days to become symptomatic. As articulated by Bill
Marler, one of the leading food-safety attorneys, “If you don’t have stool or blood
culture, it is virtually impossible” to attribute food poisoning (Tomky, 2015).

Numerous commentators have conjectured specifically about preconceptions of
Asian cuisine. Andy Ricker – the James Beard Award-winning chef of Thai cuisine,
who is white – notes a “widespread misperception in this country that restaurants
with white owners are somehow cleaner than others” (Lam, 2012). The food writer
Naomi Tomky writes, “People love to blame Asian restaurants for food poison-
ing” (Tomky, 2015). One of the most vivid examples of bias remains the myth of
“Chinese restaurant syndrome” due to MSG (Williams and Woessner, 2009). Using

https://iwaspoisoned.com/
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consumer and social media data hence poses the possibility of importing implicit
biases, including racial and ethnic biases, of ordinary consumers into public en-
forcement. Cavallo, Lynch, and Scull (2014), for instance, document substantial
demographic disparities in 311 service requests. In San Francisco and New York,
census tracts with a higher African-American population issued fewer 311 request.
Similarly, Kontokosta, Hong, and Korsberg (2017) show that minority neighbor-
hoods are substantially more likely to underreport heating and water problems via
311 calls. Slate reports that 44 of the first 100 Yelp hits for “poisoning” in Los
Angeles were for Asian establishments (Simmons, 2014). And one of the leading
studies quite directly deploys the Yelp terms “Vietnamese,” “Thai,” “Japanese,” and
“Chinese” as predictors for poor safety (Kang et al., 2013).

While the possibility for bias exists, prior evidence also suggests that food-safety
inspection scores are in fact worse at “ethnic,” and particularly Asian, restaurants
(see, e.g., Harris et al., 2015; Ho, 2017b; Kwon et al., 2010; Roberts et al., 2011).
Higher complaint rates may hence reflect underlying food risk. Fortunately, in con-
trast to other areas where racial disparities may be confounded by unobservable
differences (e.g., criminality, productivity), inspection scores offers a direct and
independent measure of food risk. Inspector assessments of food risk from unan-
nounced inspections hence allow us to construct a simple test of whether lay judg-
ment – relative to expert judgment – exhibits evidence of racial bias.

3 Bias in Regulatory Targeting: Evidence

3.1 New York City

Our first empirical illustration uses data from New York City. Our data come from
(a) health-department data for 77,661 (routine) health inspections of 22,096 es-
tablishments from 2012 to 2017, and (b) complaints about food poisoning made
through New York’s 311 phone line from 2010 to 2017. Because the latter data do
not contain establishment identifiers, we standardize addresses across the two data
sets and merge complaints to establishments based on unique addresses. We man-
ually classify cuisine descriptions into Asian and non-Asian cuisines, with roughly
19 % of establishments classified as Asian. This results in a merged data set of
66,259 inspections and 2,971 establishment-specific food-poisoning complaints
made after a routine inspection (and before the next). Because we are interested
in inspection scores as control variables to assess racial bias in complaints, we
match complaints to the antecedent routine inspection, as our unit of analysis is
the inspection cycle (the period from one routine inspection to the next).1 Inspec-
tion scores represent violation points, such that a score of 0 means perfect com-
pliance and higher scores indicate more violations and, in principle, greater food

1 In contrast, in section 4.3, we predict future scores using past scores, complaints,
and other predictors, so that the outcome in those models is the score after a complaint is
issued.
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Table 1
Descriptive Statistics for Asian and Non-Asian Establishments in New York City

Asian Non-Asian
Mean SE Mean SE p-value

Inspections Score 17.37 0.10 15.64 0.04 < 0:01

Average prior score 18.02 0.08 15.99 0.04 < 0:01

311 Calls Complaints (%) 4.79 0.18 3.35 0.07 < 0:01

Borough Bronx 8.55 0.05 10.26 0.10 < 0:01

Brooklyn 28.34 0.08 26.56 0.15 < 0:01

Manhattan 31.28 0.09 37.43 0.17 < 0:01

Queens 29.51 0.09 22.36 0.14 < 0:01

Staten Island 2.32 0.02 3.40 0.06 < 0:01

ZIP Code ZIP 10003 2.72 0.03 2.44 0.05 0:06

ZIP 10013 3.36 0.03 1.83 0.05 < 0:01

ZIP 10036 1.01 0.02 2.31 0.05 < 0:01

ZIP 10019 1.45 0.02 2.18 0.05 < 0:01

ZIP 10002 3.00 0.03 1.51 0.04 < 0:01

N 13,553 58,547

Notes: Unit is the restaurant-inspection cycle. For each geographic region we
present the percentages for Asian and non-Asian units in that location. Only
the five ZIP codes with more than 1,250 inspections are depicted. Right column
presents p-values from a difference-in-means test.

risk. New York uses scores as the basis for letter grades to inform consumers of
food-safety risk (Ho, 2012).

Table 1 provides descriptive statistics by Asian and non-Asian establishment
of violation scores, average prior violation scores (simple moving average), com-
plaints, boroughs, and ZIP codes. On average, Asian establishments receive more
violation points and are subject to more food poisoning complaints. Geographic
clustering exists, with a higher percentage of inspections of Asian establishments,
for instance, in Queens and ZIP codes in the Lower East Side (e.g., 10002).

To assess whether the complaint disparity is explained by food risk, we examine
the conditional probability of a complaint by score, where higher violation scores
indicate poorer food-safety performance in the preceding inspection. Figure 1 plots
violation scores (binned for visibility) on the x-axis against the frequency of a food
poisoning complaint on the y-axis. Gray dots represent non-Asian establishments,
and black hollow dots represent Asian establishments, with dots proportional to
sample size. Conditional on the same score, Asian establishments are more likely
to be targets for complaints. If anything, scores appear negatively correlated with
complaints. Table 2 presents regression coefficients from models that sequentially
add fixed effects next to controls for inspection scores. Across all models, Asian
establishments appear substantively more likely to be subject to complaints. As the
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Figure 1
Inspection Score and 311 Complaint
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Notes: This figure plots inspection scores (binned for visibility) on the
x-axis against the probability of a 311 food poisoning complaint on the
y-axis, separately for Asian and non-Asian restaurants in hollow and
gray, for New York City. Dots are weighted by sample size, and the
x-axis is truncated at 40 for visibility.

baseline rate of complaints is low, the 0.016 increase is large as a relative matter: on
average, Asian establishments are subject to 42 % more complaints than non-Asian
establishments.

3.2 King County

Our second illustration uses data from King County, the most populous county in
Washington state, home to Seattle. We study a publicly available data set of food-
safety inspections of 1,756 Seattle restaurants, matched with 13,299 professional
food-safety inspections, and 152,153 Yelp reviews from 2006–2013 (Kang et al.,
2013). We again hand-code cuisines as Asian and non-Asian, resulting in roughly
28 % classified as Asian establishments.

Table 3 presents descriptive statistics by type of establishments. As before, the
unit of analysis is the restaurant-inspection cycle. Asian establishments fare sub-
stantially worse on health inspections, are less likely to have Yelp reviews written,
and receive slightly lower Yelp evaluations. We again see evidence of geographic
clustering, with inspections of Asian restaurants more likely, for instance, in Seat-
tle’s International District (98104). On average, there is a 6.7-point differential
across inspections between Asian and non-Asian establishments (p-value < 0:001).
The difference in New York is substantively smaller (see the online appendix for
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Table 2
Linear Models of Number of Complaints as Dependent Variable in New York City

Model 1 Model 2 Model 3 Model 4 Model 5

Asian 0.016*** 0.016*** 0.016*** 0.020*** 0.020***
(0.003) (0.003) (0.003) (0.003) (0.003)

Score �0.043** �0.032* �0.039** �0.038**
(0.013) (0.013) (0.013) (0.013)

Average prior score 0.032 0.023 0.025 0.026
(0.017) (0.017) (0.016) (0.016)

N 72,100 72,100 72,100 72,100 72,100
Year FE no no yes yes yes
Borough FE no no no yes no
ZIP FE no no no no yes
Parameters 2 4 9 13 218
R2 0.001 0.001 0.033 0.042 0.047

Notes: Score and average-prior-score coefficients represent increase associated with
100-point increase, for readability. FE indicates fixed effects. Cluster-robust standard
errors to account for dependence within establishment are presented in parentheses. Re-
sults are comparable using a count model. *, **, *** indicate statistical significance at
0.05, 0.01, and 0.001.

quantile–quantile plots). King County’s ethnic difference is a matter of consider-
able controversy (Ho, 2017b).

To construct a test of bias, we deploy the same search terms that New York City
identified in Yelp reviews to target health-department resources (“food poisoning,”
“vomit,” “sick,” and “diarrhea”). Replicating New York’s targeting strategy with
King County allows us to examine the implications of an actual public-health in-
tervention, avoiding difficulties with search-term selection. Table 3 shows Asian
establishments are likelier targets for suspicious terms (see the online appendix for
counts of suspicious search terms).

Figure 2 displays the data. The x-axis presents the inspection score, and the
y-axis presents the probability of a suspicious search term. For visibility, data
points are binned in two-point intervals, weighted by the number of observations,
in gray for non-Asian and black hollow for Asian establishments. For instance, the
leftmost gray dot represents 1,818 non-Asian establishment-inspection cycles with
average violation scores between 0 and 2 points, with 5.4 % subjected to suspicious
search terms. Conditional on the same inspection history, Asian establishments are
systematically more likely to be subjected to suspicious reviews. A non-Asian es-
tablishment with an average inspection score has a 7.7 % probability of a suspi-
cious term, but that rate increases to 9.8 % for Asian establishments with the same
inspection score (p-value < 0:001). This 2.1-percentage-point increase represents
a substantial increase of 28 % relative to baseline.
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Table 3
Descriptive Statistics for Asian and Non-Asian Establishments in King County

Asian Non-Asian
Mean SE Mean SE p-value

Inspections Score 16.56 0.29 9.84 0.14 < 0:01

Average prior score 17.98 0.18 10.67 0.10 < 0:01

Yelp Number of reviews 10.17 0.26 12.00 0.20 < 0:01

Five-star rating 3.60 0.01 3.64 0.01 0:03

Suspicious terms 9.90 0.47 7.40 0.27 < 0:01

ZIP Code ZIP 98101 7.81 0.13 12.71 0.25 < 0:01

ZIP 98104 21.23 0.21 6.65 0.18 < 0:01

ZIP 98105 10.76 0.15 7.86 0.20 < 0:01

ZIP 98103 7.00 0.13 9.30 0.21 < 0:01

N 4060 9239

Notes: Only ZIP codes with more than 1,000 units are listed.

Figure 2
Association between Food Inspection Violation Score and Probability of Terms Indicative

of Food Poisoning in King County
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Notes: The x-axis represents the average inspection score received by
an establishment prior to a Yelp review, with higher values indicating
more violations. The y-axis represents the probability of a suspicious
term. Dots are binned at 2-point intervals and weighted by the number
of observations. Gray dots represent non-Asian establishments and hol-
low dots present Asian establishments. For visibility, the x-axis is trun-
cated at 35 points.
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Table 4
Logistic Regression Estimates with Dependent Variable of whether Suspicious Search Term

Appeared in Review for that Inspection Cycle in King County

Model 1 Model 2 Model 3 Model 4 Model 5

Asian 0.32*** 0.44*** 0.38*** 0.40*** 0.39***
(0.09) (0.08) (0.09) (0.09) (0.09)

Prior score 0.00
(0.00)

Avg. prior score 0.01*** 0.01*** 0.01***
(0.00) (0.00) (0.00)

Review count 0.03*** 0.03*** 0.03*** 0.03***
(0.00) (0.00) (0.00) (0.00)

Review rating �0.49*** �0.48***
(0.04) (0.04)

Year FE no yes yes yes yes
ZIP FE no no no no yes
Parameters 2 11 11 12 41
N 13,299 13,299 13,299 13,299 13,299

Notes: Standard errors (using a pairs-cluster-bootstrapped t-statistic with 1,000
bootstrapped replicates to allow for dependence within establishment) are pre-
sented in parentheses (Cameron, Gelbach, and Miller, 2008; Esarey and Menger,
2018). *** indicates statistical significance at the 0.001 level. FE indicates fixed
effects.

To formally test whether Asian establishments are subjected to more suspicion,
Table 4 presents logistic regressions of the probability of a suspicious term submit-
ted during an inspection cycle. Model 1 tests for the raw difference, and models
2–5 sequentially add controls for inspection history, Yelp attributes, and year/ZIP
code fixed effects. Models 3–5 confirm that suspicious terms are positively corre-
lated with more violations, but Asian establishments are persistently subjected to a
higher frequency of suspicious terms. In sum, Asian establishments are targets for
more suspicious terms, holding constant inspection violation scores prior to when
reviews were written.

3.3 Interpretation

We now discuss several points of interpretation. First, in principle our evidence
could also suggest that health inspectors are biased in favor of Asian restaurants. If
so, consumer complaints would be useful not just for targeting public resources,
but also for identifying potential sources of bias of government officials. This
mechanism, however, seems unlikely. Inspectors are full-time employees trained in
food-safety principles and observe actual risk factors in the kitchen, such as tem-
perature controls, evidence of cross-contamination, and employee hand-washing
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practices. While substantial inter-inspector variability exists (Ho, 2012) and King
County inspectors have substantial disagreements around the inspection of “eth-
nic” establishments (Ho, 2017b), as a relative matter, consumers are undoubtedly
less versed in food safety. For one thing, ordinary consumers harbor substantial
misconceptions about attributing foodborne illness (Wilcock et al., 2004). More-
over, customers typically observe only conditions in the dining room, but food risk
emanates predominantly in the kitchen. Indeed, the reliance on complaint-initiated
inspections is controversial, precisely because of the weak informational basis of
consumer complaints (Goodin and Klontz, 2007, finding evidence that consumer
complaints were negatively correlated with critical violations).

The more likely mechanism is that 311 callers and Yelp reviewers exhibit forms
of implicit bias. Reviews corroborate this mechanism. Some attributed food poi-
soning to Asian restaurants inconsistently with incubation periods (e.g., “I got food
poisoning right after I ate”). Wrote another: “I usually have such a difficult time
digesting Chinese food, however, the food here was different. It was edible and it
was good [:::] I had been looking for a place that served 1. Americanizedish chi-
nese food and 2. didn’t make me feel sick.” One reviewer opined, “a Mongolian
grill [:::] can also be a breeding ground for food poisoning.” Some bias was more
express: “I expect all restaurants in Chinatown to be dirty.” And droves of other
Yelp reviews confirm race-based conceptions in reviews: “The staff was also pretty
friendly for an Asian restaurant. Not to sound racist, but there is a reputation for
very cold service at times from these places.” “[T]he service in general was slow
and inattentive (like most Asian restaurants I’ve visited – sorry if this comes across
as borderline racist, but my experience is my experience).” These results are con-
sistent with previous evidence that Yelp reviewers can exhibit racist views (Zukin,
Lindeman, and Hurson, 2015) and that 311 calls exhibit racial bias when divergent
cultures collide (Legewie and Schaeffer, 2016).

Second, the presence of Yelp search terms does not necessarily mean the re-
viewer subjectively believed she received food poisoning from the establishment.
However, even the mention of sanitation as a concern can be indicative of implicit
bias (e.g., one review volunteered that “i was afraid that i would get food poison-
ing”). And recall that we deployed the exact same search terms that New York used
to trigger investigations (Harrison et al., 2014). The false-positive rate and subjec-
tivity of such terms should give one pause about naive deployment of big data in
public enforcement.

Third, we do not observe which establishments may be engaged in more ac-
tively “managing” online reputations (e.g., soliciting favorable reviews, hiring an
online reputation management company). The disparity may result from Asian es-
tablishments disproportionately being less willing to engage in such reputational
management. Even so, differential ability to manage online reputations calls into
question the use of social media data for public enforcement.

Last, Lehman, Kovács, and Carroll (2014) find that “authenticity,” particularly
of “ethnic” cuisine, may cause food-safety concerns to recede in the minds of con-
sumers. The mechanism might imply that we should be less likely to be able to
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detect an effect, as consumers are more likely to decline to comment on food safety
of “authentic” cuisine. Our findings, however, suggest that racial bias at the very
least has a more dominant effect on reviews. As a policy matter, the implications
of an authenticity norm are complicated: authenticity may weaken incentives for
establishments to take remedial measures, therefore undercutting the efficacy of
proposals for algorithmic targeting.

Regardless of the exact mechanism, our results show that targeting inspections
based on complaints would disproportionately burden Asian establishments.

4 A Potential Statistical Debiasing Solution

4.1 Marginalizing SUP

Given the pervasiveness of concerns of racial and gender bias, are there available
statistical methods to nonetheless deploy algorithmic targeting in regulatory en-
forcement? Many solutions have been proposed (Feldman et al., 2015; Hardt, Price,
and Srebro, 2016; Kamiran, Žliobaitė, and Calders, 2013; Zafar et al., 2017). We
study one proposal in the economics literature from Pope and Sydnor (P&S) that
addresses the specific problem of contentious predictors, such as consumer com-
plaints, that may partially proxy for race. P&S first consider predictors to fall into
three classes, as prespecified by the researcher or government agency: (1) “socially
acceptable predictors” (SAPs) that are uncontroversial and hence socially accept-
able (e.g., violation score); (2) “socially unacceptable predictors” (SUPs) that are
unacceptable for legal or moral reasons (e.g., race); and (3) “contentious predic-
tors” (CPs) that may contain valuable information to improve accuracy, but that
may partially proxy for SUPs (e.g., Yelp complaints). For the moment, we note
that characterizing predictors as SAPs, SUPs, or CPs may not be obvious; we spell
this out further in section 5.

P&S then posit the following data-generating process (DGP), meeting the usual
assumptions of ordinary least squares (OLS):

yi D ˇ0 Cˇ1X
SAP
i Cˇ2X

CP
i Cˇ3X

SUP
i C"i ;

where yi is the observed outcome, XSAP
i is the vector of SAPs, XCP

i is the vector
of CPs, XSUP

i is the vector of SUPs for unit i , and "i � N.0;�/. SAPs are assumed
independent of SUPs and CPs, but SUPs are correlated with CPs:

XSUP
i D ı0 CıCPXCP

i Cvi

with vi � N.0;�/. P&S examine the predictive accuracy of four OLS approaches to
dealing with CPs: (1) the full model that controls for SAP, CP, and SUP; (2) a “com-
mon” model that controls only for SAP and CP; (3) a “restricted” model that con-
trols only for SAP; and (4) a “proposed” method that fits the full model, but uses the
average SUP value to calculate predictions, hence marginalizing out SUPs. For the
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remainder of this paper, we will refer to this “proposed” approach as the P&S ap-
proach or marginalization. In the P&S approach, fitting the full model would elimi-
nate the influence of SUPs as proxied by CPs (as in the common model), but would
retain predictive power of CP information orthogonal to SUPs. P&S prove that in
the OLS case, marginalization provides predictive accuracy that is higher than the
restricted method (but lower than the common method).

P&S also provide simulations to support extending marginalization to the non-
linear context using a probit DGP. Their simulations vary the strength of ıCP, ˇ1,
and ˇ2, calculating prediction error across modeling approaches. They find that pre-
dictive accuracy remains higher with marginalization than the restricted approach,
and hence conclude that marginalization “can be used mechanically with a range
of estimation models.”

We address whether marginalization is generalizable to more common machine-
learning algorithms. If so, the approach could have important consequences for
a wide range of predictive problems in public policy, including the food-safety
context. It is important to acknowledge that our analysis adheres to P&S’s focus
on predictive accuracy.2 Deep normative questions can be raised about the goal
of retaining predictive accuracy with CPs. If outcomes themselves exhibit bias,
any improvement in predictive accuracy will increase discrimination (Barocas and
Selbst, 2016, p. 720–722). These are important questions, but we focus here on
whether the P&S approach generalizes on its own terms.

4.2 Monte Carlo Evidence of Extrapolation

We investigate the applicability of P&S’s approach to a typical situation in pre-
dictive analytics. First, while P&S’s approach assumes that SAPs are statistically
independent of SUPs and CPs, in practice this is unlikely to be the case. A com-
monsense classification of “socially acceptable” does not necessarily imply statis-
tical independence. Many predictors that may superficially seem “socially accept-
able” are in fact highly correlated with race (see, e.g., Barocas and Selbst, 2016,
pp. 695 and 721; Corbett-Davies et al., 2017; Kamiran, Žliobaitė, and Calders,
2013, § 2.2; Dettling et al., 2017, reporting a mean household income of $123k
for white respondents and $54k for black respondents; Board of Governors of the
Federal Reserve System, 2007, documenting average TransUnion credit scores of
54 for white individuals and 25.6 for black individuals). Indeed, the problem is so
common that P&S’s own SAPs exhibit sharp distributive differences: white indi-
viduals were twice as likely to earn college degrees and three times as likely to
earn graduate degrees as black individuals; and men were seven times as likely to
be in construction or agriculture and half as likely to be in public administration
as women (Pope and Sydnor, 2011, p. 220). Predictors that are highly correlated
with SUP are present too in food safety, as shown by substantial differences be-
tween Asian and non-Asian establishments in Tables 1 and 3. Even when marginal

2 To be sure, P&S are also concerned about omitted-variable bias with the common
approach.
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distributions are not that distinct by SUP group, imbalance and nonidentical sup-
port can emerge in higher dimensions of the predictor space. If such distributional
differences imply that these are not SAPs, the P&S approach might have limited
practical application.3

Second, we use models that are dominant in predictive analytics, such as de-
cision trees and random forests. P&S’s approach assumes that the researcher has
correctly specified the linear (or generalized linear) model. Yet one appeal of domi-
nant machine-learning algorithms is that they weaken functional-form assumptions
(e.g., by permitting feature selection, nonlinearities, and higher-order interactions).
In practice, nonlinear methods such as decision trees and random forests are much
more commonly deployed for predictive analytics.

We consider variations on the P&S setup, principally by evaluating the conse-
quence of (a) differences in SAP support between SUP classes (i.e., when SAP
is not independent of SUP), and (b) more complex functional forms (leading to
model misspecification in the linear context). We analyze and compare the predic-
tive performance for OLS and random forest (RF) models (Breiman, 2001). We
first illustrate the problem of extrapolation with a simple example. We then gen-
eralize to a more comprehensive simulation to understand the relative accuracy of
marginalization for OLS and RFs under different conditions.

Extrapolation with OLS and Decision Trees. Figure 3 demonstrates performance
differences when there is a lack of overlap in the SAP support, using simulated data.
The left panel plots data, with crosses and dots distinguishing two SUP groups. The
data meet all of the P&S DGP assumptions (linearity, additivity, parallel slopes),
except for one: the support of the SAP distribution differs by SUP group, with no
SAP values below 1 when SUP D 1. This simulates the common setting where
sharp preexisting demographic differences may exist across groups.

The second panel from the left plots predicted values using OLS (dashed lines)
and a decision tree (solid lines). As expected, the regression lines fit well and the
tree approximates the regression lines with a step function. The third panel from
the left plots the predicted values marginalizing out SUP. In the OLS context, one
can marginalize out the SUP by simply predicting with the population average of
SUP. In the nonlinear decision-tree context, marginalization happens by predicting
values for each unit at the actual and the counterfactual SUP value, and then us-
ing a weighted average based on the population mean SUP. The dashed line plots
regression-predicted values for the mean SUP value, which, expectedly, fall be-
tween the SUP groups. The decision tree, however, exhibits poorer performance:
because the full tree immediately splits on SUP, it does not differentiate outcomes
along SAP for the group with SUP D 1. This means that all counterfactual pre-
dictions for dots (observed SUP D 0) are the (high) average outcome values when
SUP D 1. As SAP values decrease, the marginalization extrapolates more. In con-

3 If all SAPs were classified as CPs, one might fit a model with SUPs and CPs only
and marginalize out SUPs. No restricted model would be available.
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Figure 3
Illustration of How Decision Tree Can Magnify Extrapolation
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Notes: The left panel presents data (dots for SUP D 0 and crosses for SUP D 1), and each
of the subsequent panels plots predicted values based on a linear model (dashed) and de-
cision tree (solid), with the full model, P&S’s marginalization, and the restricted approach.

trast, OLS relies on linearity and additivity to make counterfactual predictions for
observations with lower SAP values, so the extrapolation is less severe.

The rightmost panel plots predicted values for restricted linear and tree models
that utilize only SAP values. While the linear model is misspecified from a param-
eter estimation perspective, its predictive accuracy is higher than with marginaliza-
tion. The tree step function similarly predicts values much closer to the observed
values.

In sum, this simple example demonstrates two points. First, when there is non-
identical support – even when linearity, additivity, and all other features of the
P&S DGP hold – the restricted model can outperform marginalization. Second,
machine-learning techniques can exacerbate extrapolation with marginalization.
Nonparametric techniques have the virtue of being able to detect higher-order inter-
actions, but have the liability of potentially generating more error when predicting
counterfactual values, precisely because outcomes are distinct along SUP lines.

Extrapolation with Random Forests. We now examine more general conditions
under which the restricted model can outperform the P&S approach. We start with
the same DGP as P&S (with scalar SAP, CP, and SUP) but allow for (a) nonidenti-
cal support with mean and variance shift parameters � and � , and (b) nonlinearity
in ˇ4. These parameters are shown in boxes below to illustrate how our DGP differs
from that of P&S:

XCP
i � N.0;1/I

X *SUP
i D 1

1CexpŒ�.ı0 CıCPX
CP
i Cvi/�

I

XSUP
i D

´
1 if X *SUP

i > 0:5;

0 otherwiseI
XSAP

i � N
�

� �XSUP
i ; � �XSUP

i C .1�XSUP
i /

�I
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Figure 4
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with "i � N.0;1/ and vi � N.0;1/. For each set of parameter values, we draw
100 simulated data sets (N D 10;000), tune hyperparameters on the training data
via cross-validation (see the online appendix), fit the model on a random 80 % sub-
set of observations, and report results on the remaining 20 % test set. For all simu-
lations, we report the predictive performance difference between the restricted and
P&S approaches, measured by the difference in root mean squared error (RMSE).
As shorthand, we refer to this difference as the predictive degradation, where < 0

means that the restricted outperforms the P&S approach.4

The left panel of Figure 4 shows that as the mean for one SUP group increases (as
� departs from 0), the restricted model outperforms the P&S approach for both RF
and OLS. This performance gap is slightly worse with the RF model than with OLS
as � increases. The right panel shows that the restricted model also outperforms
the P&S model as the variance for one SUP group (�) decreases. As SUP feature
importance increases (ˇ3 > 0), the performance gap between the restricted and P&S
approaches increases.

Next, we examine the effect of the simple polynomial term (ˇ4 > 0), as one ba-
sic rationale for using nonparametric techniques is to account for nonlinearities by
SUP class. While the left panel of Figure 4 suggests that nonoverlap has to be sub-
stantial (� between 1.5 and 2) to see performance degradation for marginalization,
the left panel of Figure 5 shows that nonlinearities cause such degradation at lower

4 Predictive degradation WD RMSERestricted �RMSEMarginalization.
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Figure 5
Effect of Mean-Displacement (�) across SAP–SUP Interactions (ˇ4 > 0)
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levels of displacement. We observe that when � is between 0.5 and 1, the P&S
approach can fare worse than the restricted approach.

The online appendix presents other simulations showing that (a) as the corre-
lation between SUP and CP increases (ıCP), the performance gap between the re-
stricted and P&S approaches decreases, and (b) class imbalance, when jı0j > 0,
generally improves the accuracy of marginalization.

To summarize, our simulations offer several lessons for the P&S approach. First,
when the influence of SUP is strong and there are interaction terms, the marginal-
ization solution is less likely to work for standard machine-learning algorithms.
This limitation is important, because the questions of bias are typically of most
concern when the effect of SUP is strong (e.g., criminal justice, employment, reg-
ulatory enforcement) and predictive analytics frequently grapple with complex in-
teractions. Second, and relatedly, substantial distributional differences along SAP
dimensions may erode the performance of marginalization. This problem of ex-
trapolation, which can be exacerbated with nonparametric machine-learning tech-
niques, can be acute, as substantial racial differences, for instance, may exist across
many potential predictors. Third, if the marginal predictive power of CP in the full
model is low, as is the case in both the King County and New York data, the re-
stricted approach may actually be preferred. The ideal situation for marginalizing
out SUP is when (a) the effect of SUP is low, (b) the effect of CP is high, and (c) the
correlation between SUP and CP is low.

4.3 Application to New York and King County

We now examine how marginalization performs with New York and King County
to potentially enable the use of 311 call and Yelp data, while ensuring that predic-
tions are “SUP-blind.” Consistent with our simulations, we find that when SUP has
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a strong association with outcomes, as is the case in King County, marginalization
may generate lower predictive accuracy than the restricted approach.

Our goal is to predict future inspection scores with high accuracy, but without
importing private biases in 311 calls and Yelp reviews. For New York, we consider
previous inspection scores and borough/ZIP code as SAPs,5 whether an establish-
ment is Asian establishment as an SUP, and 311 calls as a CP (per the analysis in
section 3). For King County, we similarly categorize SAPs and SUP, adding Yelp
review count and rating as SAPs,6 and treat a Yelp review mentioning suspicious
terms (“sick,” “vomit,” “diarrhea,” or “food poisoning”) as a CP. Other studies ad-
vocating for targeting with Yelp have similarly used cuisine, Yelp reviews, and
inspection history as predictors (e.g., Kang et al., 2013).7 Controlling for inspec-
tion history may be motivated from the perspective that follow-up inspections are
already scheduled in most jurisdictions based on poor routine inspection results.

We apply the P&S approach for both OLS and RF models, and compare the
predictive accuracy with marginalization (model fit on all predictors and predic-
tions based on marginalizing SUP) and restricted (SAP-only) approaches. To avoid
overfitting, for each of 100 iterations, we randomly select 80 % of the data, tune
hyperparameters via cross-validation, fit the model, and report results on the 20 %
test data set.

As expected, RF models improve predictive accuracy substantially relative to
OLS (see the online appendix). Figure 6 plots performance degradation (restrictive
RMSE versus RMSE from marginalization) on the testing data for 100 simulations
for New York (left) and King County (right). Performance is comparable for New
York, with a mean RMSE difference between marginalization and the restricted
approach of 0.003. For King County, however, the restricted model on average
outperforms marginalization, with an average RMSE difference of �0:017.

To understand this difference, we calculate feature importance for each applica-
tion on a single train–test split (see the online appendix). In both applications, in-
spection history is by far the most important predictor. Asian splits can occur early
in the decision tree, which heightens problems of extrapolation. The relative fea-
ture importance of consumer 311 and Yelp complaints also differs. In King County,
although they are in fact used as predictors in RF trees, the Yelp terms provide very
relatively little predictive power. In New York, the presence of a 311 complaint ap-
pears more substantial, ranking within the borough identifiers in predictive power.
If anything, these findings seem to suggest that notwithstanding all of the media
hype and scholarly attention, Yelp reviews add very little usable information.

5 As we note below, ZIP codes could also plausibly be considered CPs, which illus-
trates the difficulty of classifying predictors by SAP, CP, and SUP.

6 Ratings may obviously be considered CPs as well.
7 Other studies use establishment neighborhood and ZIP code as a predictor. See, e.g.,

https://www.drivendata.org/competitions/5/keeping-it-fresh-predict-restaurant-inspection
s/page/28/. When inspectors are assigned by area, these may largely proxy for inspection
history, as inspector differences explain much of the variability in violation scores (Ho,
2017a).

https://www.drivendata.org/competitions/5/keeping-it-fresh-predict-restaurant-inspections/page/28/
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Figure 6
Predictive Degradation for RF Models in New York and King County
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Note: Dashed vertical line at 0 represents comparable predictive performance be-
tween marginalization and the restricted approach.

5 Implications

We close with several implications of our study. First, as a policy matter, our evi-
dence does not provide support for the popular enthusiasm for crowdsourcing food
safety from social media. Our analysis in section 4.3 shows that the marginal pre-
dictive power of 311 calls and Yelp review terms is trivially small. The average
relative percentage decrease in RMSE is essentially 0 % for adding Yelp terms in
King County and 0.02 % for adding complaints in New York.8 Moreover, the notion
of “accuracy,” as measured by subsequent inspection scores, is not straightforward.
In King County, inspectors are principally assigned by ZIP code and there are sub-
stantial differences in stringency across inspectors. As a result, allocating more
inspections to areas where more violations are scored solely because the inspector
is strict may not be deemed “accurate.” More generally, to the extent that there is
racial bias in inspection scores, higher accuracy may simply replicate that bias.

Second, the food-safety context is particularly novel, at least in contrast to other
applications of predictive analytics, because formal equality exists as a baseline
before the algorithm is introduced. Typically, by law, establishments within the
same permit category are required to be visited at the same frequency.9 This stands
in sharp contrast to many other areas, where human discretion pervades business-
as-usual (e.g., judicial discretion in criminal justice). Because the predictive gain

8 We evaluate the relative percentage decrease in RMSE from a model that includes
all predictors except the CPs (i.e., Yelp terms for King County and complaints for New
York) and compare RMSE across 50 train–test splits.

9 Establishment permit categories may be based on the level of food preparation,
which determines the inspection frequency. Due to limited on-site food preparation, Star-
bucks, for instance, may be in a different permit category than a full restaurant. For full
food preparation, the baseline frequency is typically constant. In King County, for in-
stance, all food establishments with full food preparation are classified as “risk III” and
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is so low relative to a baseline of formal equality, algorithmic targeting may not
warrant the cost in disparate impact.

Third, while governments should be applauded for bringing data science and
predictive analytics to regulation, our findings demonstrate that naive analytics us-
ing consumer complaints can import private bias into public policy. Our findings
underscore the need for predictive analytics to grapple more seriously with the in-
stitutions whose problems they purport to solve. Our study also underscores the
need for greater transparency and data-sharing policies for scientists and govern-
ment agencies to be able to study, understand, and remedy the distributive implica-
tions of predictive analytics (King, 2011; Lazer et al., 2009; Pasquale, 2015).

Fourth, a serious case can be made that if private data are used for public en-
forcement, the same scrutiny that attaches to government records should apply (but
see Loomis v. Wisconsin, 881 N.W.2d 749 (Wis. 2016), cert. denied 137 S.Ct. 2290
(2017)). For public enforcement, validity and reliability of inputs are particularly
important. Governments and scientists must address conventional questions of sta-
tistical inference: Are the data representative of the target population? Is the infor-
mation valid and reliable? What biases might exist? Companies like Yelp or Twitter
can of course serve only a subset of New York with a proprietary algorithm; but
the New York government cannot. Conflicts of interest may be acute when an en-
tity like Yelp controls the data and funds studies to promote its usage in public
enforcement.

Fifth, our analysis has shown that P&S offers a way forward for governments to
purge contentious predictors of bias. The formalization by P&S clarifies assump-
tions under which predictors can be used. On the other hand, our analysis reveals
limitations: when groups are distinct along SUP lines, predictive accuracy may not
in fact improve with marginalization. When the distribution of SAPs is distinct
along SUP lines – as is very common when examining predictor differences along
gender or racial lines (see, e.g., Tables 1 and 3) – SAPs themselves may proxy
for race. Substantively, the application of P&S requires classification of predictors
into either “socially acceptable,” “socially unacceptable,” or “contentious” predic-
tors. Yet such classification can be highly contested.10 Are inspection scores in
fact “socially acceptable” when inspectors themselves may be affected by implicit
bias? Are ZIP codes SAPs, CPs, or SUPs when a ZIP code may comprise China-
town? The point here is much the same as that made about causal inference with
immutable characteristics (Holland, 1986): because race and gender may affect ev-

receive three visits per year. To be sure, front-line inspectors may not be able to make all
visits in a year and hence exercise some discretion in visits, but as a formal regulatory
matter, routine inspection frequency between comparable establishments is typically the
same.

10 For a proposal to resolve these questions by asking survey respondents about the
fairness of feature selection, see Grgić-Hlača et al. (2016). Kontokosta, Hong, and Kors-
berg (2017) posit a notion of counterfactual fairness that draws on a causal model of
race/gender. Causal graph models can help to make assumptions explicit; they also ac-
knowledge how strong and contested those assumptions can be.



When Algorithms Import Private Bias JITE

erything, settling on pretreatment covariates (or socially acceptable predictors) is
challenging to say the least.

In that situation, one should be cautious about purely technical solutions to de-
bias algorithms (Campolo et al., 2017), many of which rely on a determination
of “legitimate” predictors (see, e.g., Corbett-Davies et al., 2017; Hardt, Price, and
Srebro, 2016; Kamiran, Žliobaitė, and Calders, 2013). Are prior convictions “legit-
imate” predictors for recidivism (Corbett-Davies et al., 2017), when others argue
that prior criminal history proxies for race (see, e.g., Harcourt, 2015)? Adjusting
for bias requires understanding the theory of discrimination and the mechanism of
bias in the specific domain (Ho, 2018). While statistical debiasing solutions are
critical in this debate, bias cannot be solved by an algorithm alone.
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