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Abstract
Government benefits programs are a primary touchpoint between
citizens and the state. Yet they form a core challenge for govern-
ment modernization, with legacy systems that strain when demand
is highest. Agencies are exploring artificial intelligence (AI) and
machine learning (ML) tools for these systems while vendors ea-
gerly market such solutions. The potential benefits and risks of
these tools are profound when applied to benefits systems where
timeliness and accuracy are essential to due process. We present
a collaboration with the US Department of Labor (DOL) and the
Colorado Department of Labor and Employment (CDLE) to develop
and evaluate Generative AI tools to modernize a pillar of the social
safety net: Unemployment Insurance (UI).

We make four primary contributions. First, we established the
first comprehensive sandbox environment for AI evaluation in ben-
efits administration, enabling co-design of a GenAI system with
agency staff and providing unique access to granular, individual-
level adjudication data such as editing patterns and cross-adjudicator
variation. Second, we developed a systematic methodology for elic-
iting and encoding expert quality assessment from adjudicators,
contributing to the broader challenge of measuring adjudication
quality and aligning AI systems with domain-expert values. Third,
we conducted a randomized controlled trial evaluating our fact-
finding assistance system on real, historical cases, with outcome
measures capturing both decision quality and fine-grained behav-
ioral data. Fourth, our evaluation reveals a critical divergence: AI
fact-finding was a substantial improvement to historical (obser-
vational) baselines and examiners subjectively rated the system
highly; but the system did not improve quality or efficiency in the
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sandbox control group, though it may reduce inter-adjudicator vari-
ance. This contrast demonstrates that rigorous, context-situated
evaluation is essential to evaluate AI in legal contexts.

CCS Concepts
• Applied computing→ Law; • Human-centered computing
→ User studies; • Computing methodologies → Natural lan-
guage generation.
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1 Introduction
Government agencies decide more cases each year than all federal
courts combined, adjudicating the rights of immigrants, the dis-
abled, veterans, and welfare claimants. Yet this system of “mass
adjudication” is marked by significant delays and errors [5]. For
instance, as of 2017, injured veterans waited an average of 5–7 years
to have their appeals for disability benefits resolved, with some
7% estimated to pass away while waiting [36]. Error rates in the
Department of Labor (DOL) workers’ compensation system are
estimated to be between 20-40% [24], while 44% of denials of SNAP
(food stamps) benefits are incorrect [2]. During the pandemic – the
worst unemployment crisis since the Great Depression – Unem-
ployment Insurance (UI) systems buckled under a flood of claims,
with timely payments cratering from 90% to 52% [65]. Caseload
pressures fundamentally compromise accuracy, consistency, and
due process. The result is a system of “benefits roulette,” where
outcomes may be driven more by the adjudicator assigned than the
facts of the case [13, 34].
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With high caseloads and insufficient resources, agencies have
turned to technology modernization and innovation to try to bridge
this gap. For instance, the US Patent & Trademark Office, which
processes over a million applications each year, is using AI pro-
totypes to reduce the time to search for prior art or marks that
may conflict with claims of novelty [19]. The Social Security Ad-
ministration is using AI to help flag potential errors in disability
benefits decisions and batch similar claims for more efficient review
[25, 57, 58]. The Department of Labor has hosted a ‘Vendor Day’
for government technology vendors to share previews of new AI
tools with government staff. But high-profile failures underscore
the need for a responsible approach to — and rigorous evaluation
of — these innovations. When Michigan’s Department of Labor
and Economic Opportunity deployed a model in 2013 to identify
fraudulent UI claims, the system resulted in false accusations of
more than 20,000 claimants, with some individuals facing fines as
high as $100,000 [22]. Recent years have seen mounting concerns
about disparities in algorithmic tools used in domains such as crim-
inal justice [6, 23], healthcare [49], hiring [16, 55], and housing [1],
while large language models (LLMs) have surfaced worries about
their potential to leak private information [47, 48].

In few places is the promise for societal benefit and risk for
significant harm for AI greater than in the high-stakes context of
government benefits programs that shape millions of lives. Here
we present a case study of co-design and real-world evaluation of
a Generative AI system in the high-stakes setting of UI benefits
adjudication. We focus on UI, one of the nation’s largest social
safety net programs that plays a particularly critical role at times
of national crisis. During the first year of the COVID-19 pandemic,
46 million Americans (18% of the country’s adult population) relied
on the program’s benefits [30]. Through a unique cross-sector part-
nership with US DOL and the Colorado Department of Labor and
Employment (CDLE), which administers the state’s UI program, we
designed, developed, and evaluated state-of-the-art large language
models (LLMs) to support the decision workflows of UI adjudicators
in the state of Colorado. CDLE was selected after a series of discus-
sions with state agencies because it offered an unusual combination
of an agency-controlled secure compute environment that could
support on-premise deployment of open-weight models on sensi-
tive claims data, and leadership willing to allocate adjudicator and
Quality Assurance (QA) staff time for experimental evaluation. This
collaboration provided extraordinary access to both individual-level
historical claims data and the granular mechanics of adjudicator
decision-making processes - a level of detail rarely available in stud-
ies of administrative adjudication, which typically rely on highly
aggregated data such as grant rates per adjudicator.

We make four contributions. First, we establish the first compre-
hensive sandbox environment for AI evaluation in benefits admin-
istration, and leverage it to evaluate a novel, co-designed GenAI
intervention. Our data allow us to observe not just final outcomes
but fine-grained intermediate decision processes such as the num-
ber of questions generated, time in seconds for each decision, the
extent and nature of edits to AI-generated content, and variation
in usage patterns across adjudicator experience levels. Second, we
develop a systematic methodology for eliciting and encoding qual-
ity assessment from government adjudicators, contributing to the
broader challenge of developing contextual quality benchmarks

for AI systems. Third, we conduct a randomized controlled trial
evaluating our system on real, historical cases, measuring not only
decision quality and time-to-completion but also detailed behavioral
indicators of how adjudicators engage with AI-generated content.
Fourth, our findings reveal a striking divergence between differ-
ent measures of system performance: the AI system significantly
outperformed historical baselines and received positive subjective
ratings, meeting conventional criteria for adoption; at the same
time, it showed no improvement in quality or efficiency relative to
the sandbox control group receiving no AI assistance. The system
may, however, help reduce inter-adjudicator variability. These find-
ings have complex implications for the adoption of AI systems –
showing the potential limitations of sandbox trials, user satisfac-
tion, and historical comparisons in isolation – but also demonstrate
the importance and feasibility of multifaceted evaluations of AI
systems in consequential settings.

1.1 Institutional Context
Determining eligibility for UI benefits is a time-intensive and com-
plicated task – so much so that one adjudicator in CA was still
referring to himself as “the new guy” after 17 years of experience
[51]. The process begins with a person submitting a claim explain-
ing why and how they separated from their job. An adjudicator then
decides their eligibility under state and federal law, generally eval-
uating the claimant on two criteria: whether they earned enough
money during the applicable period and whether they left their job
due to no fault of their own (e.g., laid off or needed to care for a sick
family member). The employer is also notified of the claim, asked to
provide details about the worker’s separation, and may dispute the
claim by alleging that the worker was terminated for cause or quit
without reason. If there are discrepancies between the claims, the
adjudicator must conduct additional fact-finding with the claimant,
the employer, or both. For example, a claimant may offhandedly
mention concerns about workplace staffing and safety as reasons
for their quit, and it is the adjudicator’s job to further understand
these concerns to see if they meet legal eligibility requirements.
Yet some claims require little to no fact-finding, such as a layoff
undisputed by an employer. Claimants and employers can appeal
the initial determination, resulting in a hearing before an adminis-
trative law judge. Federal and state quality assurance (QA) teams
also regularly review a random audit of eligibility determinations
each quarter to ensure correct application of law and policy as well
as adequate reasoning.

Overall, the fact-finding process can take weeks, depending on
the time taken to respond in the back-and-forth between the parties,
requiring the adjudicator to identify which leads should be followed
and carefully craft questions to efficiently uncover the underlying
reason for the separation. We chose to focus our intervention on
this aspect of the process given this institutional background and
from a number of observations from our co-design process. First,
during shadowing of adjudicators processing claims, it became
clear that this was one of the more tedious and time consuming
aspects of their workflow. In particular, we observed that many
adjudicators have developed their own “question banks” (e.g. in
Excel) that they have owned over their time on the job, from which
they will search to find an appropriate question, copy-and-paste it
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Figure 1: Institutional and evaluation design for AI-assisted unemployment insurance (UI) adjudication. Federal law establishes
broad UI eligibility requirements, which state governments implement through voluminous state laws and regulations (for
example, Colorado’s code section covering labor and employment is nearly 400,000 words long). Adjudicators apply these
rules to decide eligibility on individual claims, conducting additional fact-finding with claimants as necessary. By shadowing
adjudicators, we identified the fact-finding process as a significant pain point and co-designed our model, trained on historical
claims, to assist in this process (left panel).We evaluated its effectiveness in a randomized controlled trial comparing fact-finding
generated by the model alone, by adjudicators working with the model, and by adjudicators working unaided (right panel).
Outcomes were assessed by a QA team on quality and by measuring time savings, providing benchmarks for both accuracy and
efficiency.

into CDLE’s case management system, and then edit to reflect the
details of the current claim. We posited that an effective language
model might help reduce the burden of this manual process. Second,
we also learned that writing effective questions involves a steep
learning curve for less experienced adjudicators, particularly to
ensure they elicited the necessary information to reach an accurate
determination. A model that suggests potential topics for follow-
up and related questions might help these adjudicators onboard
more quickly and ensure their fact-finding interactions were as
comprehensive as possible. And, third, we hypothesized that such
models might not only save adjudicators time in developing fact-
finding questionnaires, but also ensure better coverage of potential
reasons for granting or denying benefits with a smaller number
of back-and-forth rounds of fact-finding, potentially reducing the
total time required to reach a determination.

We therefore chose to use fine-tuned LLMs to facilitate this
complex decision process, particularly in supporting high-quality
follow-up questions for this back-and-forth “fact-finding” process.
We hypothesized that improving the quality of follow-up questions

could improve decision accuracy (by ensuring adjudicators elicit the
relevant information from both claimant and employer), timeliness
(by reducing the number of rounds of back-and-forth follow-up),
and consistency (by reducing variability in process and outcome
across adjudicators). The system integrates two LLM components
into the existing fact-finding workflow:

• The first identifies topics for follow-up based on the initial
claim materials, such as points of disagreement between
the narratives of the claimant and employer, details of the
claim that need elaboration, or aspects of a narrative that
might be determinative of a decision to grant or deny benefits.
Example topics might include “accusation of falling asleep on
night shift” or “employer’s response to COVID-19 concerns.”

• The adjudicator can then select from among these topics as
well as write custom instructions to prompt the second AI
component, which drafts potential follow-up questions for
streamlined fact-finding to resolve key issues of the claim.

The output of this second component is a list of suggested ques-
tions the adjudicator may want to consider in developing their



CSLAW ’26, March 03–05, 2026, Berkeley, CA, USA Varun Magesh, Olivia H. Martin, Faiz Surani, Amy Perez, Kit Rodolfa, and Daniel E. Ho

fact-finding: they can edit the wording of the draft questions, re-
move those that do not seem useful, or add additional questions
before finalizing the follow-up questionnaire. For ease of proto-
typing and evaluation, we developed a lightweight interface for
adjudicators to interact with this AI system, depicted in Figure 2.

2 Related Work
Our work sits at the intersection of five discrete bodies of literature
addressing the challenges of deploying AI systems in high-stakes
public sector settings: administrative burden and state capacity,
human-AI collaboration in practice, ML evaluation methodologies,
legal frameworks for quality assessment, and responsible AI gover-
nance in the public sector.

First, a substantial body of work documents how administra-
tive burdens affect both benefits claimants and the civil servants
who serve them [33, 51]. Learning and compliance burdens cre-
ate systematic inequalities in access to public programs [11]. The
digitization of benefits systems, while promising efficiency gains,
can exacerbate these burdens when poorly designed [20]. Yet at
the same time, limited state capacity constrains agencies’ ability
to process claims in an accurate and timely fashion as demanded
by due process [14]. Our work addresses these dual challenges by
evaluating AI tools designed to reduce burdens on both claimants
and agency staff while maintaining decision quality.

Second, despite the enthusiasm for AI assistance, empirical stud-
ies of human-AI interactions reveal a more complex reality [4, 54].
Recent evidence from healthcare shows that AI-assisted physician
documentation can be nuanced. One study found that AI-generated
notes were longer, often higher in quality, but also prone to factual
errors and did not clearly save physicians time [8]. Other work
has found some efficiency gains, particularly in reducing docu-
mentation time, though effects on overall efficiency and burnout
are mixed [18, 43, 60]. Moreover, human-alone or AI-alone per-
formance can even exceed that of human-AI teams, particularly
when humans struggle to calibrate trust in AI systems appropri-
ately [9, 29, 61, 66]. These findings underscore the importance of
studying AI deployment in specific organizational contexts rather
than assuming universal benefits from human-AI collaboration.

Third, a growing critique within machine learning challenges
conventional benchmarking practices that fail to capture real-world
deployment complexity [40, 56]. Domain-independentmetrics often
miss critical contextual factors that determine system success or
failure. Recent work calls for situated evaluation that considers the
full deployment environment [67]. This literature directly motivates
our co-designed quality benchmarking approach.

Fourth, our work pertains to a rich literature in administrative
law on the challenges of mass adjudication in light of constitu-
tional due process values. That literature highlights the difficult
balance between efficiency and quality in benefits determination
[35]. Mashaw’s “managerial” conception of due process centered
on continuous and systemic quality assurance measurement. A key
challenge has been the availability of granular micro-data [52]. The
Administrative Conference of the United States (ACUS) issued a
formal recommendation that "Agencies, particularly those with
large caseloads, should consider whether . . . artificial intelligence
(AI) tools help quality assurance personnel identify potential errors

or other quality issues" [37]. ACUS also recommended soliciting
feedback from adjudicators about such systems. But the choice of
quality measures for AI systems is not straightforward [45, 46].
Some scholarly work warns that AI systems may entrench a nar-
row efficiency focus at the expense of procedural fairness and sub-
stantive accuracy [12]. This tension is particularly acute in public
benefits, where incorrect denials impose severe costs on vulnerable
populations. Our evaluation framework explicitly addresses this by
measuring both efficiency gains and quality impacts.

Finally, our work speaks to recent policy initiatives, such as
the Biden Administration’s efforts to establish requirements for
responsible AI deployment in government [21, 50, 68]. However, sig-
nificant gaps remain between high-level principles and operational
implementation [44]. Recent work has demonstrated the important
tensions that can arise between these goals, such as the trade-offs
that can occur between methods for privacy-protection and bias
mitigation [10, 42, 59]. Our work demonstrates the value of context-
situated evaluation to make abstract responsible AI concepts more
concrete and measurable.

Our paper contributes to these literatures through a concrete
demonstration of responsible AI development in a public benefits
context. Our results contribute evidence on effective human-AI
collaboration patterns in bureaucratic settings, while our evalua-
tion approach demonstrates the value of carefully designed quality
benchmarks. By developing AI tools within existing legal and opera-
tional constraints, we provide a model for translating responsible AI
principles into practice. However, our findings also reveal that even
carefully designed sandboxes cannot fully anticipate the complexi-
ties of real-world deployment, suggesting the need for graduated
implementation strategies rather than binary deployment decisions.

3 Methods
3.1 Data
The primary data for this project are historical UI claims adjudicated
by CDLE. In particular, we focus on claims submitted starting on
January 1, 2022 (to avoid the idiosyncrasies of claims filed at the
height of the COVID pandemic), yielding a universe ofmore than 3.3
million job separation issues with over 486 million individual fact-
finding elements (e.g., question-answer pairs). Our models draw on
several pieces of information about these claims: the structured and
unstructured fact-finding responses from the claimant and their
former employer(s); claimant demographic information; and data
produced during the adjudication process (intermediate and final
issue types and subtypes, structured and free-text reasons for a
decision, and timeliness measures).

To protect the privacy of UI claimants, all modeling and data
analysis was performed within the sandbox established in CDLE’s
cloud-based secure compute environment. Claimant-level records
remained within the environment for all stages of the work, includ-
ing fine-tuning, inference, and evaluation. We designed the sandbox
to mitigate the primary privacy threat relevant to this study: exter-
nal leakage of personally identifiable information outside CDLE-
controlled systems. Accordingly, the environment restricted access
to authorized personnel, and the analyses reported in this paper
were produced from within-environment computation rather than
exporting claimant-level data.
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3.2 Model Development and Prototype Interface
Based on our adjudicator shadowing, we identified fact-finding as a
time-intensive task that could be improved with LLM assistance.We
envisioned twomodels to reduce this friction and allow adjudicators
to exercise their intent more efficiently: a topic suggestion model
that would identify relevant follow-up topics and a fact-finding
draft model that would convert a series of topics and a free-text
instruction into a set of questions grounded in the claims record.

Due to the sensitive nature of UI claims data and the agencies’
requirement that all data remain within CDLE’s sandbox environ-
ment, we focused our model development on open models that
could be fine-tuned and deployed entirely within this infrastructure
[62]. This constraint shaped model choice in a way that is central
to the CS&Law contribution: deployment feasibility in benefits
administration depends on privacy, security, and procurement real-
ities, which often favor open-weight models that can run within
an agency-controlled environment over externally hosted frontier
systems. Our aim was therefore to evaluate a technically capable
design that could realistically be fielded under these constraints,
rather than optimize performance under unconstrained access to
proprietary hosted models.

To develop the question-drafting model, we curated a dataset
with three components: claim details, follow-up questions, and
related prompts to generate those questions (e.g., “Ask about the
incident that occurred with the manager on Jan. 11”). The first
two components are readily available in the historical adjudication
records, but we lacked ground truth data for “LLM instructions
that create good fact-finding questions.” We therefore employed a
synthetic data approach by using a few-shot prompted model to
generate instructions from the ground-truth questions we already
had. Specifically, we prompted a model with the text of a claim and
a set of real questions written by an adjudicator, then asked it to
write an instruction that could generate those questions. To produce
a diverse training set, we generated instructions using an ensemble
of three different models (Meta’s LLaMA-3 70B [28, 64], Alibaba’s
Qwen 32B [7], and Cohere’s Command R [27]) at high temperature,
conditioned on 𝑛 = 3 random samples of few-shot examples from a
handwritten set of 20. We chose these three because, at the time of
development, they were among the strongest generally available
LLMs for instruction-following and long-form generation and could
be fine-tuned and run with CDLE’s secure environment.

Curating “ground truth” questions involves nuances, precisely
because adjudicators operate under significant time pressure with
variation in experience, leading to potentially vague or ungrammati-
cal questions. We addressed this in two steps. First, we restricted the
training examples to claims processed by adjudicators that CDLE
managers identified as among the most experienced. In essence,
this steers the AI system – based on institutional knowledge –
toward simulating individuals known to produce higher quality
fact-finding. Second, we instructed a large model (LLaMA-3 70B)
to revise the historical questionnaires to improve their grammar,
specificity, and adherence to the synthetic instruction. The aim
here was simply to improve writing quality and accessibility with-
out changing the underlying content of the fact-finding. Using
both the generated prompts and revised questions as training data,

we fine-tuned a smaller LLaMA-3 8B model on the inverse fact-
finding drafting task: given a claim and a synthetic instruction, the
model predicts the adjudicator-written (and synthetically revised)
fact-finding. We trained the LLaMA-3 8B model using Low-Rank
Adaptation (LoRA) [39] on 46,000 training examples.1

We adopted a similar synthetic data strategy for the topic sug-
gestion model. Given a list of revised fact-finding questions, we
few-shot prompted the ensemble of large LLMs (LLaMA-3 70B,
Qwen 32B, Cohere Command R) to generate a list of topics that
correspond to these ground truth questions. These generated topics
were manually reviewed and revised to improve clarity and speci-
ficity. We then fine-tuned a smaller LLaMA-3 8B model using the
same LoRA configuration to predict the list of topics given the text
of the initial claim alone.

Finally, we developed a lightweight prototype interface for adju-
dicators to use and evaluate both of these models (Figure 2). The
prototype was implemented as a browser-based internal web appli-
cation deployed entirely within CDLE’s secure compute environ-
ment. For a given historical claim, the adjudicator is provided with
the details of the initial application submitted by the claimant as
well as their employer’s response (collected via a standard form that
is automatically sent when the claim is filed). Below these details,
the adjudicator can decide whether to draft follow-up questions
for the claimant, employer, or both parties (alternatively, they can
indicate that enough information is already available to reach a de-
cision and no additional follow-up is necessary). In each case, they
can select from among AI-generated suggested topics, as well as
write custom instructions (to provide either other topics for follow
up or desired properties of the output, such as limiting the number
of questions). Upon submission, the question drafting model gener-
ates a set of questions, each in its own editable text box, along with
the option to remove unwanted questions or add new ones before
finalizing the fact-finding questionnaire.

3.3 Trial Design, Randomization, and Analysis
We evaluate the impact of our AI assistant intervention in a random-
ized, controlled crossover trial, employing 8 CDLE adjudicators to
evaluate the system by addressing historical cases using the tool’s
assistance. Six members of CDLE’s internal Quality Assurance (QA)
team participated to assess the resulting fact-finding questionnaires
(see Figure 3 for a schematic overview of the trial design). To make
comparisons holding either adjudicator or claim attributes constant,
we randomized assignment to the model at the adjudicator-week
level. That is, for all historical evaluation claims an adjudicator con-
siders in a given week, they either work with or without the AI tool
to develop follow-up fact-finding questions. By exposing the same
adjudicator to different conditions (e.g., with or without-model) for
different batches of claims, we sought to be able to more directly
assess heterogeneity at the within-adjudicator level in the model’s
effects. We opted for a within-subjects design due to the high level
of inter-adjudicator disparities, which make achieving statistical
power of a between-subjects design infeasible given operational
constraints. Adjudicators participated in the trial based on a number

1We used LoRA with rank 16, zero dropout, training all attention and feed-forward
network layers with FlashAttention-2 [15] and Unsloth kernels [31], 16-bit precision,
and a learning rate of 3e-4 on an Nvidia A10G GPU.



CSLAW ’26, March 03–05, 2026, Berkeley, CA, USA Varun Magesh, Olivia H. Martin, Faiz Surani, Amy Perez, Kit Rodolfa, and Daniel E. Ho

Figure 2: Example of the prototype interface used for the trial. Adjudicators could choose among model-generated follow-up
topics as well as specify custom instructions in the text box to specify additional topics for followup or desired properties of
the output (e.g., number of questions). Upon clicking “Draft Questions”, model-generated questions would be presented in
editable text-boxes, along with the option to remove unwanted questions or add entirely new ones.

Figure 3: Field trial design. Each week, participating adjudi-
cators were randomized to either develop fact-finding ques-
tions for historical claims either with or without the assis-
tance of the model. Time to draft questionnaires was mea-
sured directly from interaction data with the prototype inter-
face and draft quality was assessed bymembers of CDLE’s QA
team, who were shown head-to-head comparisons of ques-
tionnaires developed in each arm of the study.

of factors, including interest, availability, and manager selection.
Adjudicators participating in the trial were generally pulled from
the pool of adjudicators actively working on cases. High-quality
evaluation of this system came at a real cost for CDLE, and we were
constrained by the availability of adjudicators and the magnitude
of CDLE’s case backlog. CDLE controlled the process of recruiting
adjudicators for the evaluation; the adjudicators were not randomly
selected.

To provide a more consistent universe for comparisons, we fo-
cused our trial on the 94,279 issues in CDLE’s data that began as
quits, meaning that the separation was initiated by the claimant
(the employee), drawing a stratified random sample of claims from

this universe. The sampling was stratified by: Whether follow-up
fact-finding was sent; Whether the first follow-up fact-finding was
to employer or to claimant; Whether the employer responded to
the initial automated questionnaire; Claimant demographic charac-
teristics including race, ethnicity, gender, and language preference.
Cases that were originally worked on by any of the eight participat-
ing adjudicators were excluded. A total of 200 claims was sampled,
with each randomly assigned to 4 out of the 8 adjudicators (2 in the
treatment condition and 2 in the control condition). We assigned
each case to 4 out of 8 adjudicators so that we could cover more
unique cases. Overlap in the cases enabled comparisons between
adjudicators.

Adjudicators developed fact-finding questionnaires for 10 claims
each week, initially randomized to either treatment or control with
their assignment alternating each week. We structured the trial to
last for at least 5 weeks based on a minimum commitment from
DOL. In practice, we were able to extend the trial for a few weeks
(and around 50 claims) longer, though adjudicators completed cases
at their own pace after the initial five-week period. In total, 788 fact-
finding drafts were collected (one adjudicator was promoted mid-
way through the trial and did not complete their assigned claims).

To evaluate the model’s impact on the quality of the fact-finding
questionnaires, we recruited six members of CDLE’s internal QA
team and senior management to conduct a blind review of the ques-
tionnaires. For a given claim, reviewers were shown the initial claim
details (in the same interface they were presented to the adjudica-
tors in the trial) as well as a series of pairs of draft questionnaires
and asked them to assess the comparative quality of the question-
naires. The choice of this head-to-head ranking approach reflects
several considerations. First, our outcome of interest is inherently
relative - we are interested in whether AI-assisted fact-findings are
preferable or less preferable to fact-findings written without the
tool, which lends itself well to a head-to-head ranking approach.
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Second, fact-findings can be complex, with many different axes on
which they can be better or worse. Placing them side-by-side and
asking the question ‘which fact-finding would be better to send to
a real recipient?’ can make the value trade-offs in different ques-
tionnaires clearer. It also reduces researcher degrees of freedom
by avoiding defining any criteria on which to evaluate ‘good’ fact-
finding, consistent with the finding by Tamblyn and colleagues [63]
that in value-laden quality evaluation contexts, ranking may pro-
duce more reliable results relative to criteria-based rating schemes.
In total, we collected 1,598 comparisons spanning pairs of four
types of questionnaires: 1) those written by adjudicators during the
trial with assistance of the AI tool (treatment), 2) those written by
adjudicators during the trial on their own (control), 3) the historical
questionnaire that was actually sent when the claim was processed,
and 4) questionnaires generated by the model alone, without adju-
dicator editing/review. In all cases, QA raters were blinded to the
origin of the questionnaires they were comparing. Claims where
an adjudicator chose not to follow up with either party (e.g., be-
cause they believed enough detail was already available to make
a determination) were included in the head-to-head comparisons,
and QA reviewers were asked to rank which follow-up action they
felt was best given the details of the claim at hand.

For directly-measured interaction data (e.g., drafting time, follow-
up rate, questionnaire length, etc.), differences in distributions were
assessed with 𝜒2 tests between the treatment and control groups,
while differences in means were assessed with 𝑡-tests with standard
errors clustered at the adjudicator level. In analyses to test for
differences in QA team preferences, the 5-point preference scale
was mapped to -2 (strong preference for one version) to +2 (strong
preference for the other version), with 0 indicating both versions
were equally preferred, with mean ratings tested against the null
hypothesis of no preference (𝑡-test with standard errors clustered
at the level of the pair of adjudicators being compared across). For
heterogeneous treatment effects across subgroups, QA preference
across the groups was regressed against an indicator of treatment
with errors clustered at the adjudicator pair level.

3.4 Qualitative Feedback
One of the most common evaluation methods for AI systems lies in
user satisfaction metrics [32, 38, 69]. ACUS similarly recommended
soliciting feedback about quality assurance systems [37]. We hence
also surveyed adjudicators about their experience using the AI tool.
After working with the tool to develop fact-finding questions in the
course of the trial, we both held semi-structured feedback sessions
as well as asked the adjudicators who participated to fill out a brief
survey on several aspects of their experience with it:

• Their general impressions of the overall utility of the AI tool
in the fact-finding process

• The relevance and completeness of the topics surfaced by
the tool for follow-up as well as how often they felt the tool
was helping them find topics they might not have followed
up on otherwise

• The quality, tone, and specificity of the draft questions sug-
gested by the tool, and how often they needed to edit or add
to the model-generated draft

• Their suggestions for improvements to the tool or similar
tools that might be helpful in their workflows

The full text of the survey is available in Appendix Table A1.

4 Results
4.1 Adjudicators Found the AI Tool Useful
Through both follow-up surveys and feedback sessions, the adjudi-
cators who participated in the trial expressed positive experiences
with the tool. Because the adjudicator survey reflects eight partici-
pants recruited under operational constraints (and not a random
sample), we treat these responses as qualitative evidence about us-
ability and perceived value. All 8 adjudicators rated the tool as very
or somewhat useful and said they would use the tool regularly (75%)
or sometimes (25%) if it were available in their workflows. Like-
wise, when asked about the overall quality of the draft questions
suggested by the model, none of the adjudicators rated them poorly
and 63% (5/8) rated them very good or excellent. One adjudicator,
for instance, saw particular potential for the tool during times of
high caseloads, noting, “All in all I feel like this tool works well and
will be very useful especially during times of a backlog.”

However, the adjudicators varied on specifically how they saw
the tool as providing value in their workflows. Only half of the
adjudicators believed use of the tool saved time in preparing follow-
up questionnaires: while one adjudicator described the tool as “a
great timesaver” another noted, “I think the tool is pretty cool
overall, but I am not sure if it was really much of a timesaver.”
Four adjudicators indicated the model often or sometimes helped
them identify topics for follow-up that they might have missed
otherwise, but 4 said it rarely helped in this way. Additionally,
while they reported finding the draft questions a great starting
point that helped surface specific details of the claim for follow-
up, all eight adjudicators indicated that they nonetheless found it
important to edit and refine these initial drafts. Taken together,
these results suggest that the adjudicators found the system useful,
but that the nature of its benefits may vary across individuals. To
explore this question more quantitatively, we turn to the results
from our head-to-head field trial with real claims data.

4.2 Overall Effects of AI Assistance
Time. Because AI models can rapidly ingest and process the poten-
tially complex details of a UI claim, we hypothesized that assistance
of the models here might substantially reduce the time adjudica-
tors need to spend drafting their follow-up questionnaires. Surpris-
ingly, however, there was little overall difference in the average
time adjudicators took to draft questionnaires prepared with the
model’s assistance versus those prepared without it, a statistically
insignificant reduction of only 4 seconds (p=0.8). Nevertheless, in
the distribution of drafting times (Figure 4(A)), we can see a modest
increase in the fraction of claims that were processed very quickly
(p=0.1). However this reflected a speeding up of claims that were
already very fast to process (e.g., those requiring only 2-5 minutes),
yielding little overall impact on the average drafting time. Feedback
from adjudicators generally seemed to confirm these dynamics:
for “easier” cases (such as those with little information provided
or where no additional fact-finding was necessary), adjudicators
felt that the model helped quickly confirm that little had to be done
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allowing them to move onto other cases. However, for more com-
plex cases, the time spent editing the AI-generated draft to ensure
it focused on the most salient details of the case counterbalanced
the speed with which it could generate an initial draft.

Comprehensiveness. At least as important as the drafting time
is the comprehensiveness and quality of the questionnaire itself.
A questionnaire that misses key issues could lead to additional
rounds for fact-finding (thereby increasing both the administrative
burden on the claimant as well as the time spent waiting on needed
benefits) or yield errors in the ultimate benefits determination. We
therefore also sought to understand how questionnaires drafted
with the assistance of the model compared to those drafted without
it. Figure 4(B) shows that use of the model increased the length of
questionnaires (p=0.002), marginally increasing the average number
of questions asked when the adjudicator chose to follow up from 3.8
to 4.3. Notably, this increase in length did not correspond to a higher
propensity for adjudicators to choose to follow-up in the first place.
One concern with a generative system like this one might be that
it could increase the burden on claimants by making it “too easy”
for an adjudicator to generate and send an additional questions to
claimant, even when no follow-up is needed to come to a conclusion.
However, we see no evidence of this dynamic occurring in practice:
in both arms of the trial, adjudicators chose to follow-up in 87% of
claims.

Quality. To understand how AI assistance affected the quality
of the follow-up questionnaires, we enlisted members of CDLE’s
internal QA team to evaluate their preference across different drafts
prepared for the same claim (blinded to whether adjudicators or the
AI tool was involved in producing each draft). When we asked this
team to make head-to-head comparisons of drafts written by adju-
dicators during the trial with vs without the AI tool (Figure 4(C)),
we see little evidence to support the hypothesis that the model
was helping these adjudicators improve the average quality of their
follow-ups (p=0.37). To understand the performance of the model
itself as well as the historical baseline, we also included drafts gen-
erated by the model alone (without edits from an adjudicator) as
well as the historical questionnaires that were actually prepared
when the claim was first assessed. Although we were able to collect
relatively few such comparisons (N=90), the results in Figure 4(D)
suggest a considerable preference by the QA team for the model
outputs relative to what had actually been sent in practice: in 54%
of comparisons the model-generated draft was preferred, and it was
deemed just as good as the historical questionnaire an additional
14% of the time, compared to a preference for the historical draft
just 31% of the time (p=0.1).

Taken together, these results indicate that the model alone could
out-perform the status quo fact-finding process, yet paradoxically
provided no appreciable overall benefits to the adjudicators work-
ing in the context of the trial. We see three potential explanations
for these results: First, because of the relatively small set of adju-
dicators taking part in the trial and their non-random selection, it
may be the case that the adjudicators participating in the trial had a
deeper level of expertise than the average historical adjudicator in
the data. Second, design aspects of the trial (such as the lack of time
pressure from a backlog of claims or consolidated presentation of
relevant data in our prototype interface) may have created favorable
conditions for the adjudicators to carefully consider the details of a

claim and draft thorough follow-up questions. Or, third, this may
be evidence for a “Hawthorne Effect,” whereby participation in the
trial itself induced adjudicators to take more care with preparing
their questionnaires than they might have otherwise. Consistent
with all three explanations, comparisons between questionnaires
written by adjudicators during the trial (without AI assistance)
against the historical questionnaires (Appendix Figure A1) indi-
cated that the QA team preferred the draft written during the trial
56% of the time (p=0.001; N=105) vs just 26% of the time for the
historical questionnaire. Regardless of the underlying mechanism,
the evidence here suggests the model itself performs similarly to an
experienced adjudicator working under ideal conditions, and there-
fore would likely provide quality benefits in practice, especially in
times of high caseloads and systemic strain when large numbers of
inexperienced adjudicators are hired to fill gaps.

4.3 Reducing Inter-Adjudicator Variability
Consistency in decision-making is a fundamental tenet of due pro-
cess: the determination of whether you qualify for benefits should
be a function only of the circumstances of your case and not the
adjudicator who processed it. As such, we explored heterogeneity
in the effects of our AI tool to understand whether it might help
reduce variability across adjudicators.

We divided adjudicators into two groups based on their response
to whether the model helped them identify new topics for follow-
up: those who reported it "often" helped (N=2) versus those who
reported "rarely" or "sometimes" (N=5). As shown in Figure 5(A), ad-
judicators who found the model helpful also asked more questions
on average when using the model. However, increased fact-finding
length does not necessarily indicate improved quality. Therefore
in Figure 5(B), we aggregate QA preferences on head-to-head com-
parisons of drafts written with and without AI assistance for each
group, with the scale ranging from -2 (strongly preferred the draft
written by an adjudicator alone) to +2 (strongly preferred the draft
written with AI assistance). Consistent with the overall result (Fig-
ure 4(C)), there was no distinguishable difference in quality (as mea-
sured by QA preferences) for the adjudicators who reported that the
tool only rarely or sometimes helped them identify new topics. But
for the adjudicators who reported that the tool “often” helped them
identify new topics, and who asked additional questions as a result,
we see a strong preference by the QA team for AI-assisted drafts
(p<0.001; N=96), indicating that the model meaningfully improved
questionnaire quality among this group. Moreover, this improve-
ment appears to close an existing quality gap: at baseline (that is,
without assistance of the model), drafts written by other adjudica-
tors were strongly favored over drafts written by this group, but this
preference disappeared entirely when they were provided with the
model (Appendix Figure A2). These results suggest that, although
the tool may provide little benefit in terms of fact-finding qual-
ity for more experienced adjudicators, it may nonetheless provide
important benefits in reducing inter-adjudicator variability.
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Figure 4: Overall results of the trial. (A and B) Impact of AI assistance on drafting time and length of questionnaires, with results
from drafts developed with the models in orange and those without in green (N=788). (A) The model moderately increased the
fraction of drafts that were developed in under two minutes (p=0.1), but had little impact on the average drafting time (p=0.8).
(B) While access to the model didn’t change the rate at which adjudicators chose to follow-up, it did significantly increase the
length of the questionnaires (p=0.002). (C and D) QA-team preferences in head-to-head comparisons of questionnaire drafts
developed for the same historical claim under different conditions. (C) Overall, drafts developed by adjudicators participating
in the trial with the model were preferred at similar rates to those developed by trial adjudicators alone (p=0.37; N=750). (D)
However, strong preferences were observed for the model alone when compared to the historical fact-finding questionnaire
that was actually sent when the claim was processed (p=0.1; N=90).

A B

Model + 
Adjudicator

Preferred

Adjudicator 
Alone

Preferred

Figure 5: AI Assistance May Help Reduce Quality Gaps Between Adjudicators. (A) Increases in questionnaire length when using
the model were associated with identification of follow-up topics that might have been missed otherwise, with adjudicators
who reported that they felt the model often helped them identify new topics asking 1.1 additional questions on average (p=0.01).
(B) Among this group, the QA team strongly preferred questionnaires written with the assistance of the model to those written
by the adjudicators alone (p<0.001).

4.4 No Evidence for Over- or Under-Reliance on
AI

One concern that is often voiced in the use of AI systems in high-
stakes contexts like benefits determinations is whether humans
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Figure 6: No evidence for automation bias or algorithmic
aversion. (A) Trigram similarity between initial AI-generated
drafts and final drafts submitted by adjudicators indicates the
collaborative nature of the human-AI system, with adjudica-
tors infrequently using the model-generated draft without
editing yet almost never disregarding this draft to develop
an entirely new one. (B) QA team preferences across compar-
isons between questionnaires drafted by themodel alone and
those developed by the adjudicator with model assistance
indicate the adjudicators improve upon these initial drafts
(p<0.001; N=202).

might over- or under-rely on these tools. If, for instance, adjudi-
cators were too trusting of model outputs — even when they may
be wrong – the “humans in the loop” that are often posited as a
safeguard against model errors might amount to little more than
mere functionaries, a concern termed automation bias [3, 17, 26].
On the other hand, a general lack of trust in AI might lead adjudi-
cators to ignore the system’s useful outputs, even when there may
be gains to be had by incorporating them, an issue referred to as
algorithmic aversion [17]. Our detailed data allows us to examine
adjudicator responses in detail, and we find little evidence that
either mechanism is playing an appreciable role in our results.

Both the interaction data and QA preferences indicate that the
adjudicators are taking an active role in refining and improving
on the initial model drafts. By comparing the textual similarity
between model-generated drafts and the final versions submitted
by adjudicators (Figure 6(A)), we see that only infrequently (22%
of the time) do adjudicators use this initial model draft as-is. In
most cases, they edited this initial draft to ensure it focused on
the questions that would be most relevant to their determination.
Likewise, we see that these edits improved the quality of the re-
sultant questionnaires: the QA team showed a strong preference
for drafts produced by adjudicators with AI assistance over those
generated by the model alone (Figure 6(B); p<0.001). At the same
time, we do not find evidence for algorithmic aversion: although
adjudicators edited the AI-generated drafts, they almost never (only

1% of the time) disregarded them entirely, writing a new draft with
little trigram similarity to what the model had produced. Likewise,
adjudicators consistently used topics suggested by the first model
in prompting the second one (Appendix Figure A3) and QA pref-
erences between adjudicators alone and the model alone favored
the adjudicators. Although these interaction dynamics may vary
with time in a longer-term deployment and would need to be con-
tinuously monitored, at least in the context of this field trial, the
human adjudicators and AI models appeared to be working in a
collaborative manner.

5 Discussion
Summary of findings. Our demonstration explored whether a
generative AI tool might help improve the efficiency and quality of
decision-making in UI, a core component of the social safety net.
Through iterative co-design and rigorous evaluation, we found a
complex picture: while adjudicators overwhelmingly favored the
system and found it subjectively helpful, the tool produced no mea-
surable improvements in either time savings or average quality
when adjudicators used it compared to working alone. However,
two important patterns emerged from this seemingly null result.
First, heterogeneous treatment effects suggest that the model may
help less experienced adjudicators improve their fact-finding qual-
ity, potentially reducing inter-adjudicator variability. Second, when
evaluated in isolation, the model itself significantly outperformed
historical questionnaires.

Implications for due process and quality assurance. These
results illustrate both the promise and complexity of AI tools in
government service delivery. The disconnect between subjective
satisfaction and lack of objective efficiency gains speaks to broader
questions about human-AI collaboration that the field is only begin-
ning to understand. For example, one recent randomized controlled
trial examining AI assistance for software engineers found that
the assistance simultaneously increased the number of vulnerabili-
ties in the code and engineers’ confidence that their code had no
vulnerabilities [53]. In our setting, adjudicators spent considerable
time editing model outputs, offsetting anticipated time savings — a
pattern that challenges assumptions about AI as a simple productiv-
ity multiplier. That dynamic may evolve over time as adjudicators
gain trust in the model and as the system learns from accumulated
edits, potentially reducing the need for manual corrections in later
phases. The heterogeneous effects we observed, where AI assistance
may have helped close quality gaps between adjudicators, suggests
the tool’s greatest value may lie in establishing consistency rather
than improving peak performance. This addresses fundamental due
process concerns about benefits determinations varying based on
which adjudicator handles a case rather than its merits.

Our findings still point to specific deployment scenarios where
such tools could provide value despitemodest overall effects. During
system strain — when agencies face surging caseloads and must
rapidly onboard inexperienced staff — the model could provide a
quality baseline while helping experienced adjudicators manage
overwhelming workloads. Additionally, given the model’s strong
performance against historical questionnaires, in-line integration
when claimants are first applying could spot missing information
in real-time, addressing the primary source of administrative delay:
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iterative back-and-forth between claimants and adjudicators. While
these applications require further validation, they offer promising
directions grounded in our empirical findings.

Thiswork ultimately demonstrateswhy rigorous, context-situated
evaluation is essential for responsible AI deployment in high-stakes
settings. It confirms the ACUS recommendation that assessments of
quality assurance must be multifaceted [37]. Our initial hypothesis
centered on efficiency gains — a seemingly reasonable expecta-
tion that mirrors how vendors typically market these systems. Yet
the trial revealed a more complex reality. This disconnect reflects
a broader challenge in AI evaluation, where conventional bench-
marks and isolated performance metrics fail to predict real-world
effectiveness. During our collaboration, vendor demonstrations
focused almost exclusively on processing speed without corre-
sponding attention to decision quality: a narrow framing that risks
accelerating incorrect determinations. Our evaluation framework
deliberately balanced efficiency and accuracy metrics, revealing
benefits like reduced inter-adjudicator variability that pure speed
measures would miss.

Limitations and future research. The study’s limitations also
offer important lessons. Our small sample of eight relatively expe-
rienced adjudicators, recruited non-randomly by CDLE leadership,
constrains generalizability.2 Yet these constraints reflect the realities
of evaluating AI tools in operational government settings; for exam-
ple, synthetic evaluations using crowd workers would likely have
missed the nuanced patterns we observed. The participating adju-
dicators’ experience level, combined with quality improvements
for those who found the tool most helpful, suggests our results
may underestimate benefits. Moreover, our sandbox environment,
while enabling responsible development, revealed inherent limita-
tions of pre-deployment testing. The potential Hawthorne effect
— where trial participants outperformed historical baselines with-
out AI assistance — underscores that sandboxes, while essential
for responsible pre-deployment testing, must be complemented by
rigorous evaluation during actual deployment to capture real-world
performance dynamics.

Future work can extend this demonstration in several directions,
including: (i) longer-horizon deployments that measure whether
editing burden decreases as adjudicators learn the tool and as mod-
els are iteratively improved; (ii) evaluations that target onboarding
contexts, where adjudicators are newer and variance is higher; (iii)
measurement of downstream outcomes, including the number of
fact-finding rounds, time-to-determination, and appeal rates; and
(iv) comparative studies of alternative interface designs that elicit
adjudicator intent more efficiently.

Procurement and governance implications. These eval-
uation challenges have direct implications for procurement and
policy. Agencies face pressure to adopt AI solutions based on ven-
dor promises and idealized demonstrations that may not reflect
actual deployment conditions. While recent policy initiatives have
called for innovation sandboxes and responsible AI frameworks,
our experience shows that sandboxes alone are insufficient without
evaluation methodologies that test contextual effectiveness. Nor are

2Our experiment may not be considered small for the context of within-government
evaluations in which recruitment is particularly challenging; for example, one influ-
ential experiment on algorithm-assisted decisionmaking was conducted on only one
judge [41].

subjective user satisfaction metrics sufficient. The gap between our
model’s strong isolated performance and its modest impact when
integrated into human workflows illustrates why agencies need
graduated implementation strategies with continuous evaluation
rather than binary deployment decisions.

In light of growing excitement around generative AI, govern-
ments face a critical juncture. These technologies offer genuine
potential to address longstanding challenges in service delivery.
However, realizing these benefits requires the following: targeted
deployment for specific use cases where evidence supports value,
recognition that human-AI collaboration involves complex trade-
offs that vary across users and contexts, and commitment to field
testing before procurement decisions where possible. Most criti-
cally, the disconnect between what seems reasonable in theory and
what emerges in practice underscores why agencies must build
capacity for and insist upon careful evaluation. Only through such
assessment can governments distinguish vendor hype from genuine
innovation, ensuring that AI adoption advances rather than under-
mines the fundamental purposes of public benefits administration.
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A Appendix

Appendix Figure A1: Questionnaires written by adjudicators
participating in the trial (without assistance of the AI model)
were strongly preferred over the historical questionnaires
actually sent when the claim was adjudicated in practice
(p=0.001; N=105).

Appendix Figure A2: At baseline (without AI assistance),
drafts developed by the adjudicators who reported the model
was particularly helpful in identifying new follow-up topics
significantly under-performed relative to other adjudicators.
However, when provided with the model, this quality gap
closes entirely (p=0.001; N=138).

Appendix Figure A3: Adjudicators made use of both model-
suggested topics and custom instructions in prompting the
question-drafting model.
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Section Questions (Response Scale)
General Impressions

(1) Overall, how useful did you find the AI tool? (1 = Not at all useful, 5 =
Very useful)

(2) If the AI tool were available in myUI+, how likely would you be to use it
on a regular basis? (1 = Would not use on any issues, 5 = Would use on
most issues)

Follow-up Topics
(1) How often were the suggested topics identified by the model relevant to

the issue? (1 = Never relevant, 5 = Always relevant)
(2) Did the model help you identify topics for follow-up that you might not

have identified on an initial read of the issue? (1 = Didn’t help on any
issue, 5 = Helped on every issue)

(3) How often did you feel like you needed to add follow-up topics that the
model missed? (1 = Never, 5 = Always)

Draft Questions
(1) Overall, did you feel like the AI tool saved you time in preparing follow-

up fact-findings? (1 = Strongly Disagree, 5 = Strongly Agree)
(2) How would you rate the overall quality of the draft questions generated

by the model for eliciting the needed follow-up information? (1 = Very
Poor, 5 = Excellent)

(3) Did the tone and style of the draft questions feel appropriate for cor-
responding with claimants or employers? (1 = Never Appropriate, 5 =
Always Appropriate)

(4) In general, how specific to the details of the issue were the draft ques-
tions? (1 = Much Too Vague, 5 = Highly Specific)

(5) How often did you feel like you needed to edit the draft follow-up
questions or add new questions? (1 = Never, 5 = Always)

General Feedback
(1) Are there improvements to the tool that would make it more useful?

What would be your ideal tool to help make your job easier?
(2) Any other thoughts or suggestions you’d like to share?

Appendix Table A1: Adjudicator Feedback Survey Instrument
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